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1 .XPU Introduction 

The XPU is a GPU virtualization product that provides virtual GPUs for applications based on NVIDIA GPUs, 

including CUDA applications, OpenGL/EGL applications, and other scientific applications. NVIDIA GPU 

applications, which previously run on physical GPUs, can now run on virtual GPUs assigned to one container 

without the need to mount a physical GPU (see XPU architecture below). 

 

XPU architecture 

The XPU has two components: the host-side component and the container-side component. The host-side 

component includes: XPU toolkit, XPU service & XPU (kernel) driver module. XPU toolkit and service take charge 

of virtual GPU management, and XPU driver module virtualizes one physical GPU to many vGPUs which can be 

assigned and used by containers. It is the host-side component that enforces fault isolation, compute isolation & 

memory isolation among containers. The container-side component includes: XPU container runtime. XPU 

container runtime helps the container recognize the virtualized GPUs just as physical GPUs, so the AI application 

inside the container can use the virtual GPUs even without knowing those are virtual GPUs. 



 

© 2021 YOYOWORKS www.yoyoworks.com 

2 . XPU Requirements 

Hardware & Software Requirements 

Hardware Software 

 CPU:  Intel/AMD x86_64 only 

 MEM: 16GB（at least） 

 GPU:  NVIDIA GPU 

 NIC:  1Gbps (at least) 

 OS: 

RHEL 7.x (7.9 recommended) 

RHEL 8.x (8.4 recommended) 

CentOS 7.x (7.9 recommended) 

CentOS 8.x (8.4 recommended) 

Ubuntu Server 18.04 LTS Version 

Ubuntu Server 20.04 LTS Version 

 Docker（Version 19.03 or later） 

 NVIDIA GPU Driver（Version 440.x.x or later） 

Note： 

1. XPU only supports Pascal or later GPUs 

(Tesla/Quadro/RTX/GeForce supported） 

Note： 

1. XPU only supports 64 bit OS 

2. XPU only supports 64 bit app 

 

NOTE：XPU is available together with the EC2 instance type of ‘Accelerated Computing’ in the form of AWS AMI. 

Please be informed that all the XPU packages and its requirements have all been installed and setup in the XPU 

image. 
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3 . Check XPU Status 

XPU AWS version is released and generally available via AWS AMI. All the requirements and XPU packages 

have been provisioned and setup completely. You can use XPU immediately after your EC2 GPU instances are 

booted. Before you use XPU, we recommend you check XPU status. 

1. run `lsmod |grep xpu` to check the XPU driver module，and it should print something like below: 

$>sudo lsmod |grep xpu 

 

2. run `systemctl status xpu` to check the XPU status，and it should print something like below: 

$>sudo systemctl status xpu 

 

 

 



 

© 2021 YOYOWORKS www.yoyoworks.com 

4 . Use XPU 

Brief introduction 

XPU virtualizes one physical GPU into many shares（including GPU memory and GPU compute cores）, which 

are assigned and used by vGPU. You can assign a particular shares to a container via Docker environment 

variables. 

Using XPU in Docker 

Env variables Type Note Example 

YOYO_XPU_SHARES string 
the XPU shares 

of this container 

As 4 GPU on 1 host, use nvidia-smi -L to list GPU 

device id and UUID 

Returned: 

GPU 0: Tesla A10 (UUID: GPU-3aec****) 

GPU 1: Tesla A10 (UUID: GPU-45bc****) 

GPU 2: Tesla A10 (UUID: GPU-e728****) 

GPU 3: Tesla A10 (UUID: GPU-403e****) 

Set env variables： 

YOYO_XPU_SHARES=0:2-0,2:4-4 

Means the No.0 GPU with 2 shares of memory and all 

shares of computing, No.2 GPU with 4 shares of 

memory and 4 shares of computing. 

In case of all computing shares, it can be specified as  

YOYO_XPU_SHARES=0:2,2:4-4 as well. 

 

To list the shares (all_shares or free_shares): 

$>sudo cat /proc/xpu/nvidia0/all_shares 

all shares available of nvidia0. It tells the total shares which can be used on this GPU. 

$>sudo cat /proc/xpu/nvidia0/free_shares 

the current free shares of nvidia0. It tells the current free shares which can be used for new allocation. 

 

To run a docker with XPU-based vGPU: 

$>sudo docker run --gpus all --runtime=nvidia --name xpu -it –privileged -e YOYO_XPU_SHARES=0:2 

nvcr.io/nvidia/cuda:10.2-devel-CentOS7 /bin/bash 
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To login the container to check： 

$>sudo docker exec -it xpu /bin/bash 

# Inside container>nvidia-smi 
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5 . XPU Test 

YOYOWORKS provides one simple test script, and you can download it for a quick test： 

$>sudo curl http://www.yoyoworks.com/test/xpu-test.sh -o xpu-test.sh 

$>sudo chmod +x ./xpu-test.sh 

$>sudo ./xpu-test.sh 

 

To check whether the container is running: 

 

Run `nvidia-smi pmon -d 1` to check the vGPU task container status and utilization:  

 

http://www.yoyoworks.com/release/xpu-test.sh

